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shutdown. But the two-year budget agreement is not an appropriation, so we must await final 
appropriations for both FY14 and FY15. The President also signed the National Defense 
Authorization Act into law, which directs NNSA to develop and carry out a plan to incorporate 
exascale computing in the Stockpile Stewardship Program. This is not an exascale program, but 
recognition that stockpile stewardship requires exascale computing to be successful, and that it 
must be explicitly planned for.  

Speaking of exascale, Secretary Moniz continues his high-visibility engagement. Last 
September, ASC and the Department of Energy (DOE) Office of Science labs jointly briefed him 
on the need for, and status of, the exascale effort. Secretary Moniz has asked his re-established 
Secretary of Energy Advisory Board (SEAB) to look into the activity and provide him with a 
recommendation on future steps. Since that time, the SEAB has (1) convened a fact-finding 
meeting organized around seven panels in early November 2013, including one focused on 
national security applications; (2) heard classified mission briefings by the defense laboratories; 
and (3) recommended that the Secretary appoint a task force to delve deeper into the DOE (and 
national) need for exascale computing. In January, Secretary Moniz acted positively on the 
recommendation with direction for the task force to complete their work by June of 2014. You 
can expect that members of the SEAB will engage many of you in additional fact-finding efforts, 
but know that their mission will carry them broadly into the larger computing community to both 
those providing and consuming services. They have set for themselves an ambitious task in a 
short time, and their recommendations will have important consequences for the nation. Please 
give them your best if called upon. 

Any day, you should expect to hear who won the Trinity/NERSC-8 procurement. The New 
Mexico Alliance for Computing at Extreme Scales (ACES) team, comprised of staff from Los 
Alamos National Laboratory and Sandia National Laboratories, is doing an excellent job of 
bringing a world class machine to bear on stockpile stewardship problems. As I have mentioned 
in other forums, we should not expect this machine to emerge ranked number one on the 
TOP500 list, but we should expect it to outperform any other supercomputer on the planet for 
our applications. I will also be interested in Trinity’s performance results on the evolving High 
Performance Conjugate Gradient (HPCG) benchmark. 

During the past quarter, we received approval to proceed with preparing and releasing a Request 
for Proposals for the Advanced Technology System, known as Sierra, replacing Sequoia in 2017. 
Because of the successes you have achieved in partnering with the DOE Office of Science, we 
have decided to increase the complexity, and the potential pay-offs, in the Sierra procurement. 
To wit, we have commissioned a three-way partnership know as CORAL—Collaboration of Oak 
Ridge National Laboratory, Argonne National Laboratory, and Lawrence Livermore National 
Laboratory —to deliver three systems from, ideally, two vendor partners. 

I hope to report next quarter that personnel churn in program leadership at HQ has settled down. 
In the meantime, people continue to move. With Dr. Christopher Deeney’s acceptance of a 
position as the Chief Technology Officer at the Nevada National Security Site (NNSS), the duty 
of acting Assistant Deputy Administrator for Research, Development, Test, and Evaluation (NA-
11) is being shared by the NA-11 office directors. LTC Michael Severson, the ASC Verification 
and Validation (V&V) Subprogram Manager, has moved up to the role of Deputy Assistant 
Deputy Administrator for NA-11. Until a new federal lead is assigned, Doug Wade and Jay 
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Edgeworth will jointly oversee the ASC V&V and Integrated Codes Subprograms. Jason Pruet 
has left the ASC Program, but not the building, to pursue career broadening opportunities in 
global security. In his place we welcome Adam Boyd who will do “double duty” as a program 
manager in both the Science Campaigns and the ASC Physics and Engineering Models (PEM) 
Subprogram. Dan Orlikowski has also taken on additional duties in PEM until his detail comes to 
an end this spring. Finally, I want to take this opportunity to welcome Keith Matzen as the 
Sandia ASC Exec, replacing Wendy Cieslak who retired in August 2013. 

As 2013 has come to an end, I reminisce and observe that your accomplishments are the pride of 
the program, a few of which I have enumerated below. 

• Eliminated historic discrepancies between simulated and measured yield through high-
fidelity simulations of a W78 underground test with modern codes; thus increasing our 
confidence level for the annual assessment report. 

• Advanced a computationally efficient laser weld modeling technique through better 
simulations of bending and shear loading. 

• Revealed underground test metric impacts may be larger than expected by studying 
neutron down-scattering reactions in stockpile applications. 

• Produced a user-guide of reaction history data to facilitate comparisons between DSW 
simulation results and underground test (UGT) associated data. 

• Improved quantification of margins and uncertainties (QMU) process, enabling 
simulation-based safety assessments with multiple abnormal thermal failure modes; 
applicable to the B61 Life Extension Program (LEP) and other stockpile systems. 

• Analyzed atomic simulations of aging metal tritides, studying mechanisms 
accommodating helium bubble growth degrading tritium storage materials. 

• Created two new capabilities for the B61: simulating structural response of a weapon to 
acoustic signals and designing acoustic signals to create specific vibration responses. 

• Supported 2013 Annual Assessment Review, uncertainty quantification (UQ) showed 
W78-0 high/low temperature test model is adequate simulator for current activities. 

• Updated classified equation of state (EOS) tables for the weapons design community, 
including major improvements in accuracy, thermodynamic consistency, and range. 

• Showed significant improvement in pin fits when phenomena not typically captured with 
most high explosive burn models was empirically included in B61 models. 

• Transitioned Sequoia to the classified environment focused on strengthening the 
foundations of predictive simulation by running UQ studies and building more accurate 
physical models by running high-fidelity weapons science calculations. 

• Pushed tri-lab Linux capacity clusters (TLCC2) into the “green operating zone” meeting 
high demand for DSW workload. 

• Continued collaboration with DOE Office of Science/NNSA by selecting and funding 
five DesignForward interconnect projects. 
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• Completed early acquisition phases of NNSA’s first two Advanced Technology Systems 
(ATS) for delivery in 2015 and 2017. Trinity, the first system, is in vendor negotiations, 
while Sierra is preparing to release a request for proposals. 

• Led community engagement in defining the next generation, international benchmark for 
high-performance computing with potential to replace LINPACK. 

Let me close with two simple notes. First, thanks for distinguishing another year of exceptional 
support in making the nation’s nuclear weapons policies reality. And, last, but certainly not least, 
I wish you and your families all the best for a healthy and prosperous new year. 

Return to top 

LANL ASC Program High-Performance Computing Update 

Trinity/NERSC-8 Request for Proposal Approved!  
The Request for Proposal (RFP) was released 
to high-performance computing vendors on 
August 6, 2013, for two advanced technology 
supercomputers for the US Department of 
Energy (DOE). The RFP is the formal 
announcement seeking bidders for the National 
Nuclear Security Administration Trinity 
system, to be operated by the New Mexico 
Alliance for Computing at Extreme Scale 
(ACES), a collaboration of Sandia and Los 
Alamos national laboratories, and NERSC-8, a 
DOE Office of Science supercomputer to be operated by the National Energy Research Scientific 
Computing (NERSC) Center at Lawrence Berkeley National Laboratory. After evaluating the 
proposals, LANL will award a subcontract 
for Trinity by the end of calendar year 
2013. It is projected that the Trinity 
platform will be installed at Los Alamos by 
September 2015. 

This is the first time a joint RFP has been 
jointly developed under the sponsorship of 
the DOE Office of Science (NERSC) and 
the NNSA ASC (ACES-LANL and SNL) 
Programs. The approval and release of the 
Trinity/NERSC-8 RFP is an important 
milestone in the Trinity acquisition process. 
This comes after more than a year spent by 
the Trinity and NERSC teams developing 
and improving the technical requirements, 
and after a rigorous design review and 
independent project review of the technical 

ASC Strategy Adopts Two Computing  
Platform Classes 

According to the ASC Program’s Computing 
Strategy document published in May 2013, the new 
ASC platform acquisition plan includes two 
computing platform classes: 

• Commodity Technology (CT) systems, and 

• Advanced Technology (AT) systems 

The CT systems provide computing power to a large 
percentage of the design and analysis community by 
leveraging predominately commodity hardware and 
software. In contrast, the AT systems are the 
vanguards of the HPC platform market and 
incorporate features that, if successful, will become 
future commodity technologies. 

http://nnsa.energy.gov/sites/default/files/nnsa/05-13-inlinefiles/2013-05-23%20ASC-StratV9.pdf
http://nnsa.energy.gov/sites/default/files/nnsa/05-13-inlinefiles/2013-05-23%20ASC-StratV9.pdf
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and project requirements. 

Trinity will be the first NNSA advanced technology (AT) system. (See sidebar for details.) 
Trinity is specified to address weapons science simulations of large-scale Directed Stockpile 
Work (DSW) calculations in support of the Predictive Capability Framework and mission needs, 
while at the same time taking a significant step forward in computing platform technology.  

Cielo Update: Application and System Improvements Resulting from Cielo’s Third Campaign. 
The Cielo supercomputer is working full time on Stockpile Stewardship Program (SSP) 
problems from all three labs: LANL, LLNL, and SNL. The problems are typically 3D, and span 
the entire range of SSP simulations.  

Among the Cielo Capability Computing Campaign 3 (CCC3) projects was a Los Alamos 
Directed Stockpile Work (DSW) calculation that put exceptional stress on the memory and I/O 
systems of Cielo. This simulation was run at 4096 nodes, or about half of Cielo’s 8894 nodes. 
Each node has 16 cores, so the simulation was using 65,536 cores. 

Once runs began, memory exhaustion problems soon followed. Code teams scrambled to 
conserve memory for particular observed failure cases. These efforts eliminated the first memory 
exhaustion symptoms, but the simulation continued to hit memory limits. Debugging these issues 
was difficult, in part because the traditional debugging tools did not scale to the needed size of 
4096 nodes.  

Simulation Too Large for Cielo. Eventually we realized that the desired DSW simulation was 
just too large to run on Cielo; it will have to wait for the Trinity system. The code team was then 
tasked to understand why the simulation was too large for the system. Three efforts began in 
parallel. The first effort examined the CCC3 usage model, which answered the question about 
what is the minimum fraction of the machine needed to run this problem. The second effort 
examined the memory use of the application to get enough head room to run the entire 
simulation. Finally, we put controls on the compute node write rate to reduce the number of 
nodes needed for this large simulation. 

In summary, this exercise demonstrates that we have DSW problems too big for Cielo, and that it 
continues to be very difficult to debug large jobs on large machines (for example, we need better 
tools). We will use the lessons learned from these efforts to help define the next-generation 
platforms and the tools we need to accomplish running these large DSW simulations. 

Return to top 

SIERRA Delivers New Integrated Solid Mechanics/Structural Dynamics 
Capabilities and Prepares for Next Generation Computing  

Sandia SIERRA developers successfully completed a FY13 milestone that greatly improved the 
interoperability between the Solid Mechanics (SM) and Structural Dynamics (SD) modules that 
included enabling both modules to directly access the same numerical model data. This 
milestone was driven by a continuing pull to add needs driven functionality to our analysis tools 
to support nuclear weapon LEPs, ALTs, Annual Assessments and stockpile maintenance issues, 
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New SIERRA/SM-SD capabilities enable Nonlinear Preloads followed by Shock and Vibration 
Analyses, and eigenvalue analysis of SM models. 

Return to top 

Sub-System Level Validation of Detached Eddy Simulation Model 
Accomplished in SIERRA 

The spin-up of stockpile gravity bombs that occurs during the firing of Spin Rocket Motors 
(SRM) is a critical portion of the flight. During SRM firing, a large region of vortical flow is 
generated leading to interaction between the vortex and the fin. Simulating the vortex-fin 
interaction is an important element in predicting spin-up and quantifying performance margins 
for such systems. Previous work1 has shown that the standard two-equation Reynolds-Averaged 
Navier-Stokes (RANS) turbulence models do not possess sufficient fidelity to accurately predict 
the vortex-fin interaction produced by the SRM. An unsteady turbulence model2 that contains 
improved physics has been implemented in Sandia’s SIERRA gas dynamics code. This 
validation effort attempts to quantify the capability of new unsteady turbulence models to predict 
vortex-fin interaction produced by SRMs using sub-system (jet-in-crossflow). 

The configuration studied here corresponds to that studied experimentally by Beresh, et al.3,4,5. 
The setup consists of a supersonic jet issuing from a conical nozzle on the floor of a 12" x 12" 
test section in a blow-down wind tunnel. The tunnel Mach number is 0.8. The nozzle has an exit 
diameter of 0.375" and a design Mach number of 3.73. In the experiments, the nozzle orientation 
is varied from vertical to cant angles up to 45°. Here we only use the 0° cant angle data. PIV 
measurements of the velocity field (both mean and turbulent fields) are available at a streamwise 
location that is 33.8 jet diameters downstream of the jet and on the spanwise symmetry plane (for 
the 0° cant angles). The flow conditions studied here correspond to the test conditions in Beresh, 
et al.4 with primary focus restricted to the Mach 0.8 and jet-momentum-ratio of 10.2. Figure 1 
illustrates a sample snapshot of a prediction at Mach 0.8 and jet-momentum-ratio of 10.2. 

In carrying out the validation, care was taken to ensure that the appropriate boundary conditions 
were prescribed. This was done by carrying out a precursor calculation of the TWT geometry 
and by matching the measured boundary layer profile and pressure gradient profile. In addition, 
accuracy was ensured of the nozzle boundary conditions by comparing the pressure expansion in 
the nozzle to the measured values. 

The meshes used in this work spanned a range from the coarsest mesh of 8.2 million nodes to the 
finest mesh obtained by uniformly refining the coarse mesh by a factor of 2 in each dimension, 









http://www.prweb.com/releases/2013/7/prweb10956400.htm


http://hpc4energy.org/incubator/
https://www.fbo.gov/index?s=opportunity&mode=form&id=3485e761166e4ebf1c9dbf6e42c5de9a&tab=core&_cview=0


https://www.llnl.gov/news/newsreleases/2013/Apr/NR-13-04-06.html
https://computing.llnl.gov/?set=resources&page=OCF_resources#vulcan
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environment while leveraging development by the global community; however, not all 
developments are deliberate. Recently, it was decided to turn on ZFS’ compression feature. 
Surprisingly, 1.7-to-1 compression was observed. Complaints about somewhat slow data transfer 
rates were silenced when users realized that their files were actually almost twice the size they 
believed them to be. 

So for the uninitiated, what is the significance of ZFS in real-world comparisons? 

The ZFS/Lustre file system for Sequoia has a 55-PB capacity—that’s 55 million billion 
characters worth of information. If that much data was written in a book, the book would be 
more than five times the thickness of the distance from the earth to the moon. 

Grove (collectively, Sequoia’s 23,040-disk ZFS file system and its Lustre software) has been 
observed transferring data at 850 GB/s, the equivalent of writing over 100,000 CDs every 
second. As noted by Mark, “We buy file systems for their speed. A computer is just a big, hot 
doorstop while it is waiting for data to transfer.” 

The ZFS team works closely with the global Lustre community, and ZFS development work 
directly benefits LLNL as well as the global community while also supporting core laboratory 
missions and delivering dependable computing resources to users. 

Return to top 

Twenty-five Reasons to Love MCNP6 

Los Alamos released the Monte Carlo N-Particle Transport Code, MCNP6, and the ENDF/B-
VII.1-based nuclear data cross-section library, for use with MCNP6. It is available to users 
through the Radiation Safety Information Computational Center (RSICC) at Oak Ridge National 
Laboratory — one of the world’s leading resources for nuclear computational tools and services. 
MCNP6 is used for a wide variety of applications, including Stockpile Stewardship, threat 
reduction, criticality safety, nuclear nonproliferation, safeguards, space radiation effects, medical 
and health physics, radiation shielding and measurement, radiation effects from an urban nuclear 
weapon detonation, fossil fuel exploration, and more. MCNP6 Version 1.0 was used for detailed 
analysis of diagnostic ports of the International Thermonuclear Experimental Reactor model.  

MCNP is the generally acknowledged “gold-standard,” and was requested by 586 people in the 
first week of its availability — an impressive demand for the code. The code can be used on 
small desktop PCs to national lab HPCs, using both MPI and shared-memory threading 
parallelism. 
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RAMSES Preparing to Deploy Improved Solver Capabilities for Higher 
Frequency Electromagnetics  

A new algorithmic capability has been implemented and tested in EIGER (an ASC component of 
the RAMSES code suite). EIGER solves Maxwell’s equations using an integral equation 
formulation that results in having to solve a matrix equation where the matrix is dense. The 
storage of this matrix causes the method to be memory limited and thereby limits the size of 
problems (with respect to the frequency of excitation) that can be solved. To help extend the 
usefulness of the EIGER technique a matrix compression algorithm has been implemented, 
which alleviates the matrix storage issue. The matrix compression procedure is an algebraic 
method that computes low-rank approximations of sub-blocks of the original matrix. In addition, 
it performs this “on the fly” resulting in an efficient method both in storage and numerical 
complexity.  

Two very diverse test problems have been calculated with the new algorithm and compared to 
solutions based on a standard direct matrix solve. The first problem was a conceptual aircraft 
known as the VFY 218. It was solved at an excitation frequency of 1. GHz and resulted in a 
matrix order of approximately 1 million. The matrix was compressed by 97%, using a large 
compression tolerance. The results compared well with the direct solve solution. The second 
problem considered an object with a cavity interior that was connected via thin slots. The thin-
slot algorithm is a sub-cell algorithm designed specifically for geometries encountered at Sandia. 
For this problem the matrix was compressed by 39% (set by the compression tolerance) and the 
results also compared well with the direct solution method. Future improvements will 
concentrate on implementing improved matrix pre-conditioners to speed up run-time. 

As a result of these efforts, the new algorithm implemented in EIGER will allow for the 
computation of a large variety of complex geometries at frequency ranges higher than previously 
achieved. These problems are relevant to the stockpile modernization program, in particular with 
respect to electromagnetic reliability and interference effects. 

Return to top 

CORAL Collaboration Ushers in the Future of DOE Computing 

A memorandum of understanding (MOU) between the 
Office of Science (SC) and NNSA’s Office of Defense 
Programs coordinating exascale activities in the two 
organizations focuses on driving U.S. scientific 
discovery and economic competitiveness by enabling 
high performance scientific computing on a new 
generation of computers.  

The new collaboration among SC’s Oak Ridge National Laboratory (ORNL) and Argonne 
National Laboratory (ANL) and NNSA’s Lawrence Livermore National Laboratory (LLNL), 
referred to as CORAL, will accelerate key R&D for DOE applications and acquire advanced 
computing resources for delivery in 2017 to meet the mission needs of SC’s Advanced Scientific 
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Computing Research (ASCR) Program and NNSA’s ASC Program. Other initiatives under this 
MOU include FastForward and DesignForward. 

From one request for proposals (RFP) issued by LLNL, CORAL will choose two different 
computing system architectures and procure a total of three systems, with unique architectures 
for ANL and ORNL and one of the two architectures for LLNL. The CORAL Request for 
Information (RFI) was issued on Dec. 13, 2012. The CORAL team has identified several key 
requirements for systems procured under the CORAL RFP, including a 4x to 12x improvement 
on specific benchmarks that represent important DOE applications as compared to Sequoia, 
Titan (ORNL), or Mira (ANL). The RFP will emphasize memory capacity, memory bandwidth, 
and operating characteristics such as power draw and resiliency. 

Once vendors are selected, the multiyear lab/awardee goal is to co-design the computers and 
have both R&D contracts jointly managed by the three labs. Each lab will manage and negotiate 
its own computer procurement contract and may exercise options to meet its specific needs. This 
methodology was designed to promote a rich HPC ecosystem in which different applications 
may favor different architectures while also mitigating risk. Mission requirements must be met 
even in the face of delays or failure of one system or a particular vendor’s product.  

“CORAL is as much about a long-term partnership with an HPC vendor as it is a procurement 
for leadership computers,” said Bronis de Supinski, LLNL/ICC’s chief technology officer and 
representative on CORAL. “We expect this vendor partnership to be a five-year development 
and production lifespan. Risk reduction and risk mitigation will be built into the overall 
procurement strategy from the start, reflecting lessons learned from earlier large procurements as 
well as understanding new challenges unique to current technologies.”  

LLNL’s machine from the CORAL procurement is currently being referred to as the SIERRA 
Advanced Technology System. As described in the SIERRA Advanced Technology System 
Critical Decision 0 document, “requirements for the SIERRA AT system, as with all previous 
large ASC platform acquisitions, present significant challenges in terms of functionality, 
scalability, and performance. Challenges include technical and schedule delivery issues and will 
require detailed contract and project management for successful execution.  

Lessons learned from previous ASC platform acquisitions are factored into the planning for these 
types of large systems. While careful planning is essential to meeting requirements, unforeseen 
events and changes are likely to occur, based on previous experiences. These events can only be 
successfully addressed by a strong partnership that goes beyond ordinary vendor-customer 
relationships. It must be a partnership where teaming, mutual respect, and an honest desire to 
achieve success are present on the part of all parties involved. 

“We also intend to jointly fund nonrecurring engineering work to incentivize the vendor to 
accommodate particular and specific needs of the Stockpile Stewardship Program early enough 
in the design of the solution to impact the outcome significantly,” added Bronis. “An example of 
this would be improvements in compiler technology to support threading or an alternative 
memory hierarchy. More than two full years of lead-time are necessary for maximum impact.” 

http://nnsa.energy.gov/asc
https://asc.llnl.gov/fastforward
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A second collaboration that includes Los Alamos, Sandia, and Lawrence Berkeley laboratories 
was also formed. Collaboration groups were based on common acquisition timing to reduce the 
number of RFPs to which vendors need respond and the number of reviews the labs need to 
perform. In addition, R&D funds will be pooled.  

For more information, see the CORAL Vendor Meeting Web page. 

Return to top 

PIPER Lays the Groundwork for Performance Tools on Exascale Systems 

The Performance Insight for Programmers and Exascale Runtimes (PIPER) project, led by 
Lawrence Livermore Computer Scientist Martin Schulz, is a recent Office of Science X-Stack 
program initiative to address key challenges to creating an exascale software ecosystem.  

PIPER is a multi-institutional collaboration that includes Peer-Timo Bremer and Todd Gamblin 
as LLNL co-principal investigators as well as researchers from Pacific Northwest National 
Laboratory, Rice University, and the Universities of Maryland, Utah, and Wisconsin. Together, 
the PIPER team will develop new techniques for measuring, analyzing, attributing, and 
presenting performance data on exascale systems.  

Exascale architectures and applications will be much more complex than today's systems, and to 
achieve high performance, radical changes will be required in high performance computing 
(HPC) applications and in the system software stack. In such a variable environment, 
performance tools are essential to enable users to optimize application and system code. Tools 
must provide online performance feedback to runtime systems to guide online adaptation, and 
they must output intuitive summaries and visualizations to help developers identify performance 
problems. 

The figure highlights the team’s overall approach and illustrates how performance data will be 
collected and analyzed at different levels of the exascale software stack. The output of the 
performance analysis is either displayed intuitively to users using visualization tools, or it is fed 
back to the exascale runtime for online optimization.  

https://asc.llnl.gov/coral-vendor-meeting.html
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The PIPER team will work closely with other X-Stack, co-design, and exascale operating 
system/runtime efforts to lay the foundation for online performance measurement and analysis 
across the exascale software stack. Insights from PIPER, coupled with the adaptive runtime 
infrastructures built into related projects, will enable users to turn the predicted increases of raw 
system performance in future machines into tangible results, including mission critical advances 
and new scientific discoveries. 

Return to top 

Advances in Next Generation of Portals Networking Software  

Scalable Interconnects is an important technology for future HPC platforms that is not being 
adequately addressed by industry. A team from Sandia National Laboratories has been working 
on extending the state of the art in high performance networking. Work on version 4 of the 
Portals networking specification (the previous generation was deployed with the Cray XT 
SeaStar interconnect) has been advancing along with a software reference implementation. The 
reference software implementation has been extended to work with multiple communication 
methodologies including MPI, GasNet (Global address space Network), and SHMEM (Shared 
MEMory). Improved support includes functionality over traditional Ethernet networks to 
facilitate development of protocols on top of Portals. This new network transport support also 
enables more rapid development of next generation operating systems that use Portals networks, 
such as Kitten, another Sandia-led project. In addition, shared memory support has been added to 
the baseline InfiniBand-based Portals reference implementation, to better represent how a Portals 
hardware implementation would behave.  
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Teams. 

Initial code porting to Sequoia identified issues with the IBM compiler linker sequence and 
performance limitations that will be addressed more quickly with a local, unclassified resource 
available for extensive debugging and optimization activities. Sandia will provide an access path 
for administrators at LLNL who will ensure the Sequoia software environment is replicated onto 
the Sandia system in a timely manner. The Intersite HPC network will facilitate this interaction 
and access while providing appropriate controls for privileged accounts that are required for 
system updates and maintenance. 

The combined efforts of Sandia and LLNL in supporting a consistent up to date software 
environment for Sandia code development, and the flexibility of a local resource will ensure the 
highest levels of efficiency for Sandia developers preparing codes to run on Sequoia. This in turn 
will ensure that Sandia analysts will be able to take full advantage of the Sequoia CCC 
allocations of time for vital NW and ASC computational simulation needs In FY14 and beyond.  

Return to top 

News from ISC’13; Sequoia Remains at the Top of the Graph 500 List 

Among the news from the 2013 International Supercomputing Conference (ISC’13) in Leipzig, 
Germany, was that the Sequoia system had retained its No. 1 ranking on the Graph 500 list. 
Bronis de Supinski, Livermore’s chief technology officer, accepted the No. 1 Graph 500 
certificate on behalf of the lab.  

The Graph 500 benchmark measures the speed with which a system can “connect the dots” 
within a massive set of data. Sequoia was able to traverse 15,363 giga edges per second on a 
scale of 40 graph (a graph with 2^40 vertices). 

“The Graph 500 provides an additional measure of supercomputing performance, a benchmark 
of growing importance to the high performance computing community,” said Jim Brase, deputy 
associate director in Computation. “Sequoia's top Graph 500 ranking reflects the IBM Blue 
Gene/Q system's capabilities. Using this extraordinary platform, Livermore and IBM computer 
scientists are pushing the boundaries of the data-intensive computing critical to our national 
security missions.” 

http://computation.llnl.gov/computers/sequoia


http://openmp.org/wp/openmp-specifications/
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University, Martin Schulz gave a talk on a collaborative project on power management and 
optimization.  

Additionally, LLNL attendees participated in an invitation-only strategy workshop of the Virtual 
Institute for High Productivity System (VI-HPS), which Livermore joined last year. VI-HPS is 
an association of tool developers or tool-developing research groups from around the world who 
share a goal to promote tools, provide training, and work toward integrating the individual tools.  

Return to top 

Exploring the “Prius Effect” Energy Performance Dashboard for 
Supercomputing 

A paper co-authored by Anna Maria Bailey, manager of Livermore’s high performance 
computing facilities, and presented at the annual High Performance Power Aware Computing 
(HPPAC) Workshop highlighted LLNL’s leadership role in driving energy efficiency measures 
for supercomputing. 

The paper, “Recommendations for HPC Energy Management Dashboard Displays,” explores 
how data and metrics should be displayed to provide the “Prius effect” for supercomputing. The 
Prius effect refers to the use of dashboards to provide real-time, actionable visual data. By 
observing the fuel consumption screen, Prius drivers begin to see the direct connection between 
the way they drive and the rate of fuel consumption. In turn, they become more aware of their 
behavior and are motivated to drive in a way that keeps fuel consumption low. Is there an 
equivalent metric that HPC facility managers and others like Anna Maria should use? 

The paper was motivated by a survey taken in early 2012 of DOE HPC centers about their use of 
dashboards for driving energy efficiency. Only a few DOE labs reported having energy 
performance dashboards (LLNL, Lawrence Berkeley National Laboratory, and the National 
Renewable Energy Laboratory), and even those were described as partial, piecemeal, and under 
construction. Anna Maria’s paper makes recommendations for what data should be included in 
an HPC center energy performance dashboard.  

Anna Maria co-authored the paper as a member of the Energy Efficient High Performance 
Computing Working Group “Dashboard Team.” The team suggested that facility managers 
choose from dashboard metrics like power usage effectiveness (PUE) and cooling efficiency 
(kW/ton). The team also recommended dashboard metrics for information technology (IT) 
managers. A suggestion that generated significant interest at the HPPAC workshop was an IT 
efficiency metric (work output/watt), where work output depends on how each HPC center 
defines its work output. 

“It’s important to remember that dashboards do not make decisions—facility managers do,” 
Anna Maria said. “A dashboard is only one tool, or in some cases, an integrated set of tools for 
helping to measure, analyze, and manage how HPC energy is consumed. We’re still far from 
identifying a Prius effect, but we’re making steady progress in optimizing HPC energy 
consumption. LLNL is recognized as a leader in that effort for the HPC community.” 

https://www.vi-hps.org/
https://www.vi-hps.org/
http://eehpcwg.lbl.gov/
http://eehpcwg.lbl.gov/






http://mantevo.org/
http://www.youtube.com/watch?v=j6INXyg5jK0&list=PLA89E1F3535785901&index=16


https://computation.llnl.gov/casc/
https://str.llnl.gov/JanFeb12/gokhale.html
https://www.llnl.gov/news/aroundthelab/2011/Nov/111811_atl_graph500.html
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memory computing to be one of the most exciting and potentially transformative research 
innovations underway today in computer architecture. 

In 2013, Maya was named a distinguished member of Livermore’s technical staff, an honor only 
bestowed on a tiny fraction of researchers. She has previously worked in industry and academia, 
but one reason she favors working at a national laboratory is because her colleagues here help 
her identify and test the real-world applications for her ideas. She also appreciates the chance to 
make direct national security contributions through her work at LLNL. The daughter of two 
educators, Maya was the first in her family to pursue a career in science and technology. After 
having endured years of technical dinner-table conversations with Maya and her computer 
engineer husband, her son and daughter swore off computer science as a career. But now, both 
use computers extensively in their scientific disciplines. Says Maya, “It was quite a challenge for 
my husband and me to juggle careers and kids, and we are grateful to have wonderful children.” 

I also like doing backbends and headstands in yoga. You can look at the world from a different 
perspective! 
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