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Guest editorial by Wendy Cieslak, ASC Program Director,
Sandia National Laboratories

Managing the Work-Work Balance

In popular culture these days, you can't help but stumble across endless articles and op-ed pieces on work-life balance.  Who has it, who doesn't, how to get it, and why it is important.  But within ASC these days, it feels more like the challenge is a work-work balance.  In our case, the work is capability development for advanced simulation, and developing predictive power for the challenges of the future.  But our work is also stewarding the present stockpile, and preparing the stockpile of the future, including an increasing workload associated with stockpile modernization for the B61 and W88.

At Sandia, our challenge over the last few years has been to quickly mature capabilities across a broad spectrum of applications in order to be ready to support design and qualification activities on these new programs, and be in a position to integrate early and often with the system engineers leading the programs.  On the B61 LEP, we are broadening the scope of our assessment of accident and safety scenarios, and applying new capabilities to mitigate risk by predicting vibration on new platforms during flight before we have opportunities to do flight tests.  We're also working towards the first application of new radiation effects capabilities for qualification on the W88 ALT 370 program.  Its an exciting, and sometimes frustrating, time for our ASC program, as we experience new successes and opportunities for further impact, but see people stretched thinner across the spectrum of research, development and application. Not to mention the occasional budget hiccups.

All across the program, we see these continuing challenges to balance our efforts.  For example, will it be implementing a constitutive model with failure for rigid foams to simulate a handling accident for the B61, or refactoring the in-core data models of the code to enable a mixture of MPI and Threads communications for many-core architectures?  The answer is just "yes", because if we don't continually work this balance now, the future will be even more difficult.  Everyone knows this, of course, because we face this challenge in practically every facet of the program.  But without a crystal ball (or a magic iPhone app), we'll always be uncertain that we're getting that balance right.

The situation is not likely to get easier any time soon, so it is important to try and appreciate the positive aspects of the current environment.  Applying capabilities to enable new design and qualification activities is a necessary loop to close for a program like ASC.  This is really the "Admiral's test" for simulation capabilities, and the lessons learned from battle-testing the capabilities feeds new ideas for the next cycle of development.  As the pendulum swings slowly back from a program focused strongly on long-term capability and the science of simulation to one balancing that long-term perspective with nearer-term impacts to design and qualification, we can recall that we have seen some of this cycle before (remember the W76-1 and other design studies?) So, like on a playground swing, we can go along for the ride, or we can lean into it and, with a kick, take it to the next higher level.

______________________________________________________

Cielo Ready for Production Capability Operations
Improving reliability and performance of the Cielo file system has been a high priority for the New Mexico Alliance for Computing at Extreme Scale (ACES) partnership. A partnership between Los Alamos and Sandia National Laboratories, ACES operates the NNSA Cielo supercomputer. Cielo is a 1.37 petaFLOPS system built by Cray, Inc. and installed at Los Alamos National Laboratory (LANL) in 2010. In 2011, the ACES team decided to change the file system for Cielo to increase the stability and performance necessary to support capability computing campaigns (CCCs) over the next several years. These campaigns support simulations for Los Alamos, Lawrence Livermore, and Sandia National Laboratories. For more information, see the Cielo website at http://www.lanl.gov/orgs/hpc/cielo/index.shtml.
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Cielo is the petascale resource for conducting NNSA weapons simulations in the 2011–2015 timeframe.
This month, the file system was transitioned to Lustre™, a file systems infrastructure supported by Cray and similar to that used at the National Energy Research Scientific Computing Center and many other high performance computing installations. Migrating the hardware infrastructure of the Panasas® file system to Lustre preserved a significant investment of the original Cielo file system. The transition provided an improvement in I/O functionality, reliability, and performance. Delivery of computational cycles for campaign cycles was maintained during the transition period.  Campaign 2 completed during the initial transition, and Campaign 3 is currently in progress.
On September 6, 2012, the ACES team passed a Level-2 milestone review. Lustre performance results are consistent, reliable, and show speedups. For example, Eulerian Application Project code improvements are seeing 14 GB/s reads as compared to 2 GB/s reads, which is a 7x improvement in performance.
Cielo User Feedback “I want to compliment the team on Cielo's new disk system. I used ParaView yesterday to visualize some of Ray Lemke's data, and WWWWOWWW.  Moving through different directories was an order of magnitude faster on lscratch4 vs. the old scratch4/scratch5 systems; header information loaded within seconds (rather than minutes) and load times for data was significantly faster.  Finally, it just worked.”--August 29, 2012
Performance-Based Code Assessment for Low Mach Large Eddy Simulations (LES)

Sandia has completed a performance-based assessment of fluid dynamics simulation capabilities within the Sierra code base. The improved performance of an acoustically incompressible LES capability did not sacrifice the generality needed to address key needs of the B61 Life Extension Plan (LEP) and W88 ALT programs. Flexibility in software design is necessary for development of new capabilities that will support these programs, while performance is necessary to ensure that new and existing capabilities have a timely impact on qualification and design activities.

Conducted on Cielo, code performance and scaling simulations used up to 65,536 cores. Near optimal algorithmic scaling for linear system solves was demonstrated, and improvements of factors of 3 to 4 were achieved in CPU performance. Future work will address remaining scaling bottlenecks and performance of the matrix assembly.
 
The simulations used unstructured hexahedral mesh element counts ranging from 17.5 million to 1.12 billion elements. These mesh sizes and core counts are among the largest simulations within the unstructured low Mach community. In addition to software-related performance and scalability improvements, algorithmic advances were realized. Collectively, these activities and advances represent a path forward to exascale simulations in Sierra.
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Figure 2: Vorticity contours for turbulent flow (Re=45,000
)
 past a backward
 facing step.
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Figure
 
1: Volume rendering of a conserved scalar mixture fraction field in a turbulent open jet (Re=6,600).
)





LES treatment of fluid turbulence is required for qualification efforts for aerodynamics, fire environments, and captive-carry loading. The unsteady nature of flows related to Abnormal Thermal and Normal Delivery environments requires LES for accurate environment prediction. Other less expensive techniques, such as Reynolds-Averaged Navier-Stokes (RANS), have proven to be inadequate. The characterization of fire environments requires sub-centimeter resolution to capture Rayleigh/Taylor instabilities leading to large-scale plume core collapse in pool fires of 5-10 meters. Many lessons learned for acoustically incompressible LES are also applicable for compressible LES, which is necessary for aerodynamic simulations. Resolution of vortex/fin interactions will require over 200 million element meshes for design calculations, and even more for qualification. Recent gains in performance and scalability will make these large LES simulations practical.

______________________________________________________
NNSA's Sequoia Supercomputer Ranked as World's Fastest 

[image: https://www.llnl.gov/news/newsreleases/2012/Jun/images/23693_sequoia650.jpg]

From left to right in front of Sequoia: Bruce Goodwin, Principal Associate Director for Weapons and Complex Integration, Dona Crawford, Associate Director for Computation, Michael Browne, IBM, Kim Cupps, Leader of the Livermore Computing Division, and Michel McCoy, head of LLNL's Advanced Simulation and Computing Program and Deputy Director for Computation. 

The National Nuclear Security Administration (NNSA) recently announced that a supercomputer called Sequoia at Lawrence Livermore National Laboratory (LLNL) was ranked the world's most powerful computing system. 

Clocking in at 16.32 sustained petaFLOPS (quadrillion floating point operations per second), Sequoia earned the number one ranking on the industry standard Top 500 list of the world's fastest supercomputers released Monday, June 18, at the International Supercomputing Conference (ISC12) in Hamburg, Germany. Sequoia was built by IBM for NNSA. 

A 96-rack IBM Blue Gene/Q system, Sequoia will enable simulations that explore phenomena at a level of detail never before possible. Sequoia is dedicated to NNSA's Advanced Simulation and Computing (ASC) program for stewardship of the nation's nuclear weapons stockpile, a joint effort from LLNL, Los Alamos National Laboratory, and Sandia National Laboratories.

“Computing platforms like Sequoia help the United States keep its nuclear stockpile safe, secure, and effective without the need for underground testing,” NNSA Administrator Thomas D'Agostino said. “While Sequoia may be the fastest, the underlying computing capabilities it provides give us increased confidence in the nation's nuclear deterrent as the weapons stockpile changes under treaty agreements, a critical part of President Obama's nuclear security agenda. Sequoia also represents continued American leadership in high performance computing, key to the technology innovation that drives high-quality jobs and economic prosperity.”

For more information, see the press release.
https://www.llnl.gov/news/newsreleases/2012/Jun/NR-12-06-07.html

______________________________________________________



LANL Workshops Prepare for Next-Generation Architectures

Standing up the first petaflops supercomputer, Roadrunner, in 2008, gave Los Alamos National Laboratory (LANL) early exposure to next-generation computer systems. This experience made it clear that emerging architectures required computer scientists, computational scientists, and theorists to work closely together. The Roadrunner experience fostered development of the Applied Computer Science group (CCS-7)—a group of skilled scientists bridging computational and computer science.

The key lesson from Roadrunner was that computer architectures would undergo a sea change over the next few years with an explosion of on-node parallelism. This was visible on Roadrunner, is evident on Sequoia, and will certainly be true on the future system called Trinity. The increase in on-node parallelism is different from the parallelism seen over the past 15 years, which was mainly fueled by increasing the number of nodes within a machine.  
[image: ]
To deal with this explosion of parallelism, application developers will need to acquire a new tool in their repertoire of skills: the ability to expose all possible parallelism within their applications/algorithms. This requires changing from a flow-control mode of thinking to a more data/task parallel mode of thinking.  

 (
LANL’s experience with Roadrunner made it clear that emerging architectures required computer scientists, computational scientists, and theorists to work closely together. 
Pictured from left to right are the Roadrunner DNS for reactive compressive turbulence team Daniel Livescu, Jamal Mohd-Yusof, and Timothy Kelley.
)To create this pool of advanced developers within the weapons program, LANL is running a workshop series nicknamed the Exa-xx series, one of multiple co-design projects LANL is conducting. Each series runs for a year and pairs six Integrated Codes (IC) application developers with experts from the IC and Computational Systems and Software Engineering (CSSE) programs in an intensive one-week-a-month exercise where the goal is to pick a single-physics application and explore its manifestations on different hardware including many-core, GPUs, and Intel MICs. The developers who graduate from this series form the primary pipeline of staff for the Software Infrastructure for Future Technologies (SWIFT) project. Two iterations of this workshop have been run with great success. Exa-11 was taught by Timothy Kelley and Exa-12 was taught by Bryan Lally, both from the CCS-7 group. This coming year, based on the feedback, the goal is to restructure the workshop series to increase the scale and expose more than six developers at a time.

______________________________________________________

FastForward Program Kick-Starts Exascale R&D 

Under an initiative called FastForward, the Department of Energy (DOE), Office of Science, and the NNSA have awarded $62 million in research and development (R&D) contracts to five leading companies in high performance computing (HPC) to accelerate the development of next-generation supercomputers vital to national defense, scientific research, energy security, and the nation's economic competitiveness.

AMD, IBM, Intel, Nvidia, and Whamcloud received awards to advance "extreme scale" computing technology with the goal of funding innovative R&D of critical technologies needed to deliver next-generation capabilities within a reasonable energy footprint. DOE missions require exascale systems that operate at quintillions of floating point operations per second. Such systems would be 1,000 times faster than a 1-petaFLOP/s (quadrillion floating point operations per second) supercomputer. Currently, the world's fastest supercomputer—the IBM BlueGene/Q Sequoia system at LLNL—clocks in at 16.3 petaFLOP/s.

“The challenge is to deliver 1,000 times the performance of today's computers with only a fraction more of the system’s energy consumption and space requirements,” said William Harrod, division director of research in DOE Office of Science's Advanced Scientific Computing Research program. 

Contract awards were in three HPC technology areas: processors, memory, and storage and input/output (I/O). The FastForward program is managed by LLNL on behalf of seven national laboratories including: Lawrence Berkeley, Los Alamos, Sandia, Oak Ridge, Argonne and Pacific Northwest. Technical experts from the participating national laboratories evaluated and helped select the proposals and will work with selected vendors on co-design. 

For more information, see the press release.
https://www.llnl.gov/news/newsreleases/2012/Aug/80612.awards.html

______________________________________________________

The Survey Says…

[bookmark: _GoBack]As the high-performance computing community looks toward developing exascale systems, power consumption is considered the most challenging obstacle. Researchers and practitioners from every area of system architecture are coming together to examine component and subsystem power use, as well as future trends. In this spirit of examination, Sandia, LANL, and Clemson University researchers performed a survey of three supercomputers during normal operation: Cielo, hosted at LANL; Red Sky, hosted at Sandia; and Palmetto, a commodity cluster hosted at Clemson University. Each institution gathered rack-level power statistics, enabling the power budget to be partitioned between compute and storage resources.

The survey results offer a reassuring perspective on storage system efficiency. Of the three machines surveyed, none used more than six percent of their power on disk systems. Further, an aggregate survey of the entire LANL secure computing environment, which includes Cielo, Roadrunner, capacity clusters, and twenty petabytes of data storage, found that it used less than 2.5% of its power on all storage infrastructure, including disks, storage networking, and servers. Because 94% or more of the power per machine was dedicated to computation, efficiencies gained in compute-related subsystems will have the largest impact on future exascale systems. 

The data collected also allowed the researchers to project how future systems will consume power, and how system design must change to remain sustainable. According to estimates, simply scaling the size of the storage system to meet bandwidth demands will not be possible. An exascale-class storage system in 2020 would include more than 100,000 disks and consume 66% of the 20 MW exascale power budget. However, incorporating burst buffers into an exascale-class system is estimated to reduce power use by 90% (to 6.6% of the power budget) while meeting performance requirements.


Represented above the amount of power dedicated to computation and storage, scaled to system size.
______________________________________________________

Reference Implementation Released for Updated Network Protocol Specification

Sandia recently released a reference implementation of the Portals 4.0 interconnect programming interface specification designed to enable scalable, high-performance network communication for massively parallel computing systems. Portals has evolved from a component of early lightweight compute node operating systems to provide scalable interconnect performance when deployed on production systems to an important vehicle for enabling interconnect research and software/hardware co-design. Previous versions of Portals ran on several successful vendor-supported systems, including the Intel ASCI Red machine and the Cray XT series. 

Unlike other user-level network programming interfaces, Portals employs a building block approach that encapsulates the semantic requirements of a broad range of upper-level protocols needed to support high-performance computing applications and services. For example, Portals provides benefits like scalable buffering for MPI, but also enables functionality needed for system services like remote procedure calls and parallel file system network communication. This building block approach has also enabled hardware designers to focus on developing components that accelerate key functions in Portals, facilitating the application/architecture co-design process. 

The most recent version of the Portals specification is the result of a close collaboration between Sandia and researchers at Intel working on advanced network interface hardware. This collaboration has led to two CRADAs between Sandia and Intel over the last two years. In addition, the ASC collaboration with CEA/DAM, the military applications division of the French Atomic Energy and Alternative Energies Commission, has led to a partnership between Sandia and CEA. CEA researchers added support for Portals 4.0 to their MultiProcessor Computing (MPC) software stack and plan to explore more advanced capabilities in future implementations. 

The reference implementation of Portals 4.0 was developed in collaboration with System Fabric Works. It is layered on top of the OpenFabrics Verbs interface, allowing applications to be developed and tested using InfiniBand network hardware. Sandia gave invited talks about Portals 4.0 and this reference implementation at the OpenFabrics Alliance Annual Workshop at the end of March and at the IEEE Symposium on High Performance Interconnects at the end of August. Several research papers about Portals 4.0 have been published in the last year, and a paper entitled “A Low Impact Flow Control Implementation for Offload Communication Interfaces” that describes how Portals 4.0 supports scalable receiver-based resource exhaustion recovery for MPI will be presented at the upcoming European MPI Users’ Group Conference. The following graph shows simulation data from Sandia’s Structural Simulation Toolkit that illustrates the benefit of Portals 4.0 triggered operations in supporting a non-blocking Allreduce operation on several thousand nodes. Such non-blocking collective operations will soon be available in the MPI 3.0 Standard.
[image: ]
Structural Simulation Toolkit (SST) data show the benefit of Portals 4.0 triggered operations.
______________________________________________________

IBM, Lawrence Livermore Researchers Form 'Deep Computing Solutions' Collaboration to Help Boost U.S. Industrial Competitiveness

 (
Vice President of Software, IBM Research, David McQueeney and Senator Dianne Feinstein view the POWER processor at the June 27 “Big Data” briefing on Capital Hill in Washington, D.C.
) [image: ig Data with Feinstein]

Researchers at IBM and LLNL recently announced that they are broadening their nearly 20-year collaboration in high performance computing (HPC) by joining forces to work with industrial partners to help boost their competitiveness in the global economy.
Under a recently concluded agreement, IBM and LLNL have formed an HPC collaboration called Deep Computing Solutions to take place within LLNL's High Performance Computing Innovation Center (HPCIC). Announced last June, the HPCIC was created to help American industry harness the power of supercomputing to better compete in the global marketplace. Deep Computing Solutions will bring a new dimension to the HPCIC, adding IBM's computational science expertise to LLNL's own, for the benefit of Deep Computing Solution's clients.

“The capabilities of California's Lawrence Livermore National Laboratory are uniquely suited to boost American industry's competitiveness in the global marketplace. The new collaboration between the Lab and IBM is an excellent example of using the technical expertise of both the government and the private-sector to spur innovation and investment in the U.S. economy,” said Sen. Dianne Feinstein, (D-Calif.). “The strength of supercomputing facilities like Livermore's High Performance Computing Innovation Center offers a broad range of solutions to energy, environmental, and national security problems. I look forward to following the progress of this new collaboration in accelerating the development of products and services to maintain the nation's competitive advantage.”

For more information, see the press release.
https://www.llnl.gov/news/newsreleases/2012/Jun/NR-12-06-09.html

[image: https://www.llnl.gov/news/newsreleases/2012/Jun/images/23812_vulcan1300.jpg] (
Two racks of Vulcan, the new 24-rack IBM Blue Gene/Q system based on the POWER architecture, currently being built at Lawrence Livermore National Laboratory. Vulcan is part of the contract that brought Sequoia, the 20-petaFLOP/s Blue Gene/Q machine recently ranked No. 1 on the 
TOP500 list
 of the world's fastest supercomputers, to Livermore.
)

______________________________________________________

Phase II of PSAAP Program Issues Calls for Cooperative Agreements 

From its earliest days, the ASCI/ASC Program recognized that some program objectives can best be achieved by establishing a strong research portfolio of strategic alliances with leading U.S. academic institutions.  ASCI’s Academic Strategic Alliance Program (ASAP) was formed in 1997 to engage the U.S. academic community in advancing science-based modeling and simulation technologies. This program funded centers (at Caltech, Stanford, the University of Utah, the University of Chicago, and the University of Illinois – Urbana/Champaign) with a focus on creating large, 3D, scalable multi-science/engineering codes.  The second five years added initial work in verification and validation (V&V). In 2008, the Predictive Science Academic Alliance Program (PSAAP) continued this academic engagement, with strong emphasis on V&V, and the introduction of uncertainty quantification (UQ) focused on a chosen concrete predictive application.  The PSAAP program currently supports centers at Caltech, Stanford, Purdue, the University of Michigan, and the University of Texas at Austin. A Federal Opportunities Announcement (FOA) was released for PSAAP II, the newest phase of the ASC Alliances program, on April 17, 2012.   The NNSA ASC Office Federal Manager for PSAAP II is Lucille Gentry.

The PSAAP II FOA, which incorporated some changes based on input provided by ASC tri-lab personnel during a January 2011 New ASC Alliance Program Input Meeting, calls for Cooperative Agreements to create either a Multidisciplinary Simulation Center (MSC) focused on a large multidiscipline application or a Single-Discipline Center (SDC) focused on solving a problem that advances basic science/engineering.  Both MSCs and SDCs must include V&V/UQ and demonstrate technology towards achieving effective exascale computing. Both must demonstrate predictive science in an HPC environment.  Recognizing that true exascale computing will likely not be achieved during this program, the computer-science emphasis of PSAAP II is on resolving critical issues that arise in reaching towards exascale (i.e. the next HPC paradigm shift to extreme, heterogeneous, multi-core on-node parallelism – and not necessarily to any hardware or system at such scale.)

How do the two types of Centers differ?  The overarching application for an MSC should advance predictive science (e.g. predict a range of phenomena, over a wide range of space- and time-scales, with improved predictive accuracy and reduced uncertainty) in a multi-disciplinary, integrated application that is 3-D and multiscale (in space and time), and enabled by exascale computing.  Overall, the advance may require a combination of progressions in a potentially exascale-enabled piece of science, integration science or UQ science, together with wider use of state-of-the art V&V techniques. 

By contrast, an SDC should focus on scientific advances for a problem or challenge in a single discipline that is multiscale (in space and time) and expects to be enabled by exascale computing. The technical advance proposed must be compelling and significant, and make use of state-of-the-art V&V/UQ techniques.  

As with PSAAP I, both types of centers must demonstrate a verified, validated, predictive simulation capability for a specific, well-defined application, system, or problem, with UQ, using specific values of key parameters.  Fully integrated V&V/UQ is to be used in furthering predictive science.   As with PSAAP I, NNSA-funded graduate students at each Center will be required to complete a 10-week visit to one of the three NNSA Defense Programs laboratories during their graduate career.  Additionally, the nature of collaborations among Center participants and the labs that can be proposed by universities has been expanded in the PSAAP II FOA to encourage more lab personnel to supervise students by serving on doctoral committees and serving as adjunct professors. 

Applying institutions must be United States academic institutions that can grant Ph.D. degrees.  Cooperative agreements will be awarded for 5 years, with an option to issue a renewal for up to three additional years (if DOE/NNSA judges the research of the Center to be making significant progress).  PSAAP II proposals were reviewed on July 18-19, 2012.  The Alliance Strategy Team is presently preparing a briefing for the ASC Execs to be presented in late September. The next step will be to plan and complete site visits to a selected group of proposers.
It is important to note that a communication blackout is now in effect.  ASC lab personnel are reminded they should have no communications with any university teams to discuss PSAAP II at this time.  

______________________________________________________

Purdue–LLNL Collaboration Looks to Increase Detail of Nuclear Weapon Simulations

U.S. researchers are perfecting simulations that show a nuclear weapon's performance in precise molecular detail. The simulations must be run on supercomputers containing thousands of processors, but doing so has posed reliability and accuracy problems, said Saurabh Bagchi, an associate professor in Purdue University's School of Electrical and Computer Engineering. 

Now researchers at Purdue and high performance computing experts at LLNL have solved several problems hindering the use of the ultra-precise simulations. The simulations, which are needed to more efficiently certify nuclear weapons, may require 100,000 machines, a level of complexity that is essential to accurately show molecular-scale reactions taking place over milliseconds, or thousandths of a second. The same types of simulations also could be used in areas such as climate modeling and studying the dynamic changes in a protein's shape. 

For the complete story, see the Purdue press release.
http://www.purdue.edu/newsroom/research/2012/120605BagchiWeapons.html

______________________________________________________

Students Show Off Research Projects at LANL

Students from computing organizations at Los Alamos National Laboratory (LANL) gave presentations and posters on their research at the annual mini-showcase event on August 4, 2012. LANL’s Information Science and Technology Institutes (http://institutes.lanl.gov/) and the High-Performance Computing Division sponsored the event, giving students an opportunity to discuss their unclassified research with LANL employees, network, and celebrate their accomplishments.

“The LANL Institutes and summer student programs represent an important training pipeline capable of delivering expertise in key areas of HPC,” according to Acting HPC Deputy Division Leader Randal Rheinheimer. The LANL Postdoc and Student Program provides early career and learning opportunities to ensure LANL and NNSA have a robust pipeline for sustaining long-term mission and support capabilities. In FY11, 40% of new hires, 70% of R&D hires, and 80% of non-management Ph.D. staff hires were former postdocs and students.

 (
Students Alexander Drotar, Univ. of Colorado, Boulder; Landon Sutherland, New Mexico State; and Erin Quinn, Fairleigh Dickinson University, show poster on Scalable Node Monitoring. 
Mentors are Mike Mason and Jon Bringhurst in the High-Performance Computing Systems Group.
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 (
Ph.D. student Ke Wang, Illinois Institute of Technology, shows poster on Exploring the Design Tradeoffs for Exascale System Services through Simulation. His mentor is Mike Lang, in the High-Performance Computing Systems Group.
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 (
Mentor Mike Lang enjoys refreshments with Ph.D. student Abhishek Kulkarni from Indiana University. Abhishek gave a talk from his paper, “The Design and Implementation of a Multilevel Content Addressable 
Checkpoint File System," which has been accepted to 19th Annual International Conference on High Performance Computing.
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Poster presentations
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 (
Ryan Wollaeger, University of Wisconsin, Madison, gives a presentation on “An Analysis of Source Tilting and Sub-cell Opacity Sampling for Integrated Monte Carlo.” His mentor is Todd Urbatsch in the Computational Physics & Methods Group. 
)[image: ]

______________________________________________________

High Performance Computing Research (HPC) and Science on Display at ISC’12

[image: ooth team]
LLNL’s Tom Spelce (left) and Scott Futral, shown with Livermore Computing Division Leader Kim Cupps,
answer questions from within the LLNL booth at ISC’12.

Lawrence Livermore National Laboratory’s (LLNL’s) international leadership in scientific computing and technology R&D was on display at the 27th International Supercomputing Conference (ISC) in Hamburg, Germany. ISC is Europe's premier HPC event. Approximately 2,400 attendees and 175 exhibitors from 57 nations attended ISC’12. 

A highlight of ISC’12 was the release of the latest Top500 list of the world's most powerful supercomputers, where ASC’s Sequoia machine took the number one position. The latest Graph500 list was also announced, with Sequoia and Argonne’s Mira supercomputer tying for the number one spot. Sequoia and Mira achieved (by a factor of seven) better performance than the next best machine (a Defense Advanced Research Projects Agency prototype). 

Graph500 rates machines on their ability to solve complex problems that have seemingly infinite numbers of components, rather than ranking machines on how fast they solve those problems. The rankings are oriented toward enormous graph-based data problems, a core part of most analytics workloads. 

The LLNL booth showcased examples of the Laboratory's HPC research and science through simulations, posters, articles, and publications. This is the fourth year the Laboratory has had a booth at the conference. Associate Director Dona Crawford was a member of a Think Tank panel reflecting on the Top500 list 20 years after its inception. She also chaired a session on energy and HPC, to which Julio Friedman contributed. Crawford helped close the conference as a participant in an “analyst crossfire.” Livermore Computing Division Leader Kim Cupps gave a presentation on the Sequoia integration as part of an invited session on New Petascale Systems in the World and Their Applications. Martin Schulz presented a half-day tutorial on Supporting Performance Analysis and Optimization on Extreme-Scale Computer Systems and a full-day tutorial on Next Generation Message Passing Interface (MPI) Programming: Advanced MPI-2 and New Features in MPI-3. 

[image: anagers with award]
LLNL Associate Director Dona Crawford (left), shown with Dewey Dasher of IBM and Livermore Computing Division Leader Kim Cupps, accept the Sequoia TOP500 award at ISC’12.


______________________________________________________


National Academy of Sciences Visits LANL

On August 30, 2012, The National Academy of Sciences Modeling & Simulation Committee met at Los Alamos National Laboratory. The purpose of the visit was to review the quality of management and modeling & simulation at DOE’s national security laboratories.

Technical staff and managers gave presentations and held discussions on these topics: 
· Current Codes: Current Physics and Current Models/Algorithms, presented by Mark Chadwick, Computational Physics division leader
· New Physics under Development, presented by Robert Little, Computational Physics Deputy Division Leader and ASC Physics & Engineering Models program manager
· Verification & Validation, presented by Fred Wysocki, ASC V&V program manager
· New Algorithms under Development, presented by Robert Lowrie, project leader in Computational Physics & Methods
· Computing and Platform Strategies, presented by Stephen Lee; Computer, Computational, and Statistical Sciences division leader

______________________________________________________

Michel McCoy Honored with First NNSA Science and Technology Award

 (
Michel McCoy shows off his NNSA Science and Technology Award to a standing ovation crowd of his peers.
)[image: https://pao-int.llnl.gov/news/peoplegrouphighlights/2012/Jul/images/24083_audience625.jpg]


Dr. Michel McCoy, whose pioneering work in high performance computing (HPC) established LLNL as a world-renowned supercomputing center, was honored recently with the NNSA's Science and Technology Award.

McCoy received the award for “16 years of dedicated and relentless pursuit of excellence” from NNSA Administrator Thomas D'Agostino to a standing ovation from colleagues during an early afternoon ceremony at LLNL.

 (
From left, NNSA Deputy Administrat
or for Defense Programs Don Cook;
 NNSA 
Chief Scientist and Director of Office of Science and Policy, Dimitri Kusnezov; LLNL Director 
Parney
 Albright;
 Michel McCoy, LLNL
; 
NNSA 
Administrator Tom D'Agostino;
 and 
LLNL
 
Weapons and Complex Integration Principal Associate Director
,
 Bruce Goodwin. 
)[image: https://pao-int.llnl.gov/news/peoplegrouphighlights/2012/Jul/images/24084_group300.jpg]


Calling HPC “the lifeblood of NNSA science and technology,” D'Agostino said McCoy's leadership in HPC “has had a global impact.”

“Mike McCoy is an example of the difference one individual can make on a team,” D'Agostino said. “You have to have a leader who knows how to pull things together and to make tough decisions. That leader is Mike McCoy.  If it wasn't for Mike, this would be a very different place.”

In introducing D'Agostino, Lab Director Parney Albright noted his agreement with Weapons and Complex Integration Principal Associate Director Bruce Goodwin's assertion that “HPC is the intellectual electricity of this Laboratory.” Albright called McCoy “the heart and soul of HPC, not just for this Lab but for the NNSA program.”

The newly created Science and Technology Excellence Award is the highest recognition for science and technology achievements in NNSA. The award recognizes accomplishments that can include vision, leadership, innovation, and intellectual contributions. McCoy is the first recipient of the award.

As director of LLNL's ASC program, a deputy director for Computation, and head of the Integrated Computing and Communications Department, McCoy leads the Laboratory's effort to develop and deploy the HPC systems required for the three national weapons labs to fulfill their mission to ensure the safety, security, and reliability of the nation's nuclear deterrent without testing, systems such as Sequoia. 

For more information, see the press release.
http://nnsa.energy.gov/mediaroom/pressreleases/scitechaward071912


______________________________________________________


Robin Goldstone Named NNSA Defense Programs Employee of the Quarter

[image: obin G]Robin Goldstone was recognized by NNSA as an employee of the quarter for serving as the primary author of the FastForward R&D statement of work (SOW). The 38-page SOW was developed in just three weeks. Robin worked closely with the leads of the processor, memory, and storage teams to define a set of performance metrics and target technical requirements for their respective technology areas and to ensure that all technical requirements were accurate and clearly articulated. These efforts will ensure that ASC/ASCR FastForward R&D investments lead to technology that can be deployed in future systems and meet mission needs.

“The Defense Programs employee of the quarter awards highlight the talent and expertise of the men and women from throughout the national nuclear security enterprise who promote our nuclear security agenda,” said Don Cook, NNSA’s Deputy Administrator for Defense Programs. “The contributions, hard work, and strong leadership from each recipient are large reasons for the many successes that NNSA Defense Programs continue to enjoy.”



______________________________________________________

Veterans Helping Veterans Sharpen Job Search Skills 

 (
LLNL’s Bill Oliver talks to one of the veterans attending a workshop at Las Positas College.
)[image: https://pao-int.llnl.gov/news/peoplegrouphighlights/2012/Feb/images/22158_oliver650.jpg]
LLNL’s Bill Oliver is reminded daily of the time he spent in the U.S. Navy. All he has to do is look at the screen saver he installed on his Lab computer monitor—a photo of the USS Swordfish, the submarine he served on some forty years ago. 

Today, Oliver thinks about those who have served or are currently serving in the U.S. military. But, his thoughts have since turned into actions. Oliver volunteers his personal time helping veterans sharpen their skills in searching for jobs either at the Lab or elsewhere. Oliver believes he is one of the fortunate veterans. He graduated from the University of Utah in 1974 with a bachelor's degree in math. Through the ROTC program, he was commissioned in the U.S. Navy for five years, during the Vietnam War. 

The skills he learned in the service, coupled with his college degree, led him to secure several jobs after his discharge. “And, a lot had to do with the economy which was better back then, he added. In 1996, he submitted an application after seeing a newspaper ad for an experienced control systems worker at LLNL. Today, Oliver works for the ASC Program at LLNL as a software quality engineer. 

Last year, he saw a brochure about joining the American Legion. “I realized that I was not doing any kind of community service,” he said. “That was the catalyst for me to start thinking about what I could to do to help our veterans.” Oliver learned that despite the fact that veterans have many skills and the experience that makes them excellent hires, their unemployment rate is 12 percent. 

 (
(From left) Michele Michael, Bethany McCormick and Lee Bennett, all of Strategic Human Resources Management, and Bill Oliver introduce an interviewing skills workshop for veterans at Las Positas College. 
)
[image: https://pao-int.llnl.gov/news/peoplegrouphighlights/2012/Feb/images/22159_oliver2350.jpg]

To find out more about LLNL’s involvement in hiring veterans, he wrote a letter to 'Ask the Director' in the lab’s internal paper. “I share your commitment,” then Lab Director George Miller answered, encouraging Oliver to work with Strategic Human Resources Management (SHRM) and explore ways to recruit veterans to the Lab.

“The response I received was very positive,” Oliver said about Miller's answer. “It made me proud to work here.” Oliver created a PowerPoint presentation that highlights job-seeking tips. He is in touch with several organizations, as well as Las Positas College where many local veterans are currently enrolled. He also is partnering with Bethany McCormick, Michele Michael, and U.S. Air Force veteran Lee Bennett, all members of the SHRM staff who together volunteer their time to present a series of workshops on resume writing, interviewing and social networking. These sessions have been conducted off-site, on Saturdays, in collaboration with the Pleasanton VFW Post 6298 and American Legion Post 237, and held at the Pleasanton Veterans Memorial Building with the help of Patrick Leary. Additional sessions have been conducted at Las Positas College on weekday evenings. So far, five veterans have attended the Pleasanton workshops and subsequently have applied for positions at the Lab. 
“We don't give veterans enough credit for the assets they bring when they come home,” Oliver said. When he returned from his service in the U. S. Navy in the 1970s, Oliver remembers that many Vietnam veterans were not accepted or well respected. “I want to show today's veterans they are valued,” he said.

______________________________________________________

LLNL Supercomputing's New Chief Technology Officer Dies
 (
Allan Snavely 
)[image: https://pao-int.llnl.gov/news/morenews/2012/Jul/images/24039_snavely_inside.jpg]


Dr. Allan Snavely, a widely recognized expert in high performance computing and LLNL supercomputing's chief technology officer, died of an apparent heart attack Saturday, July 14. He was 49.

Snavely took up his post at LLNL April 30 of this year after 18 years at the UC San Diego Supercomputing Center (SDSC), which he helped develop into a world-class computing institution. In the short time he'd been at the Laboratory, Snavely made an impact on LLNL's high performance computing program. 

“Allan was one of the most deeply and naturally honorable people I have ever known. He had a gift for intelligent, candid and thoughtful communication,” said Michel McCoy, head of LLNL's Advanced Simulation and Computing program and deputy director for Computation. “He was optimistic and full of hope for the future. He infected us all with optimism. In the few short months I knew him, I came to look to him for wisdom and decent, heartfelt advice.”

Snavely, who earned his Ph.D. from UC San Diego, joined SDSC in 1994 and held a variety of leadership positions, serving as associate director of the center. While at SDSC, Snavely also was an adjunct professor in computer science and engineering at UC San Diego. He was particularly well known as a co-developer of the famed Gordon SuperComputer, funded by the NSF. The machine was the first to use FLASH memory at scale, featuring very high I/O rates that made the machine ideal for data intensive computing. This represented the kind of inventiveness that made him an ideal choice for the position at LLNL, as the Laboratory begins to think about its next major supercomputer procurement.

Snavely is survived by his wife, Nancy and his nine-year-old daughter, Sophia. For more about Snavely's career in San Diego, see the UC San Diego Website.
http://www.newswise.com/articles/view/591493/?sc=rsln

______________________________________________________


ASC Salutes Pam Hamilton


[image: ]As group leader for Livermore Computing’s (LC) Software Development Group, Pam Hamilton sees herself as a master of facilitating communications, both within her group and within the larger ASC tri-lab community. 

“My biggest challenge on ASC is the diversity of my assignments,” said Pam. “Besides being a group leader, I’m the LC Information System Security Officer, the Community Development working group lead for OpenSFS[footnoteRef:1], and the TOSS[footnoteRef:2] tri-lab lead. Keeping everyone happy is tricky, and I worry… a lot.” [1:  OpenSFS is the open scalable file system foundation, a technical organization focused on high-end, open-source file system technologies.]  [2:  TOSS is the Tripod operating system software, which is the common software environment for commodity Linux clusters at LLNL, LANL, and SNL.] 


But the worry has paid off with successful teams, successful implementation of software, and personal success—all in the name of the ASC Program. Pam has received two significant honors in the last couple of years: one given by the Nuclear Weapons Complex for significant contributions to the success of implementing the ASC Tripod[footnoteRef:3] initiative, and the other from NNSA for her work as the ASC Purple project integration leader. [3:  Tripod is the project chartered by the ASC Program to develop a seamless software environment for use by the NNSA tri-lab community (LANL, LLNL, and SNL), initially targeted at Linux commodity computing clusters.] 


“Pam is a solution-focused leader, said Kim Cupps, head of the Livermore Computing Division. “Pam’s most recent leadership role, as the JIRA working group leader, is the latest demonstration of her ability to bring people together to solve important problems and work more effectively. The JIRA working group is implementing a collaborative issue tracking system in the center that allows all of the groups to work production software issues more efficiently. Pam’s ability to make forward progress across many areas simultaneously (TOSS, security, OpenSFS and now JIRA) are key to the LC’s ability to continuously improve our customer’s productivity.” 

Pam’s entire 31-year career has been at Lawrence Livermore, with the first 22 years as a system software developer. She worked on the LLNL-developed Cray operating systems, the Cray time-sharing system (CTSS), and the Network Livermore time-sharing system (NLTSS), along with archival storage software (the National Storage Lab version of Unitree), and the high-performance storage system (HPSS). One of Pam’s first forays into leadership was to serve as project leader over all operational activities for Livermore Computing’s classified and unclassified archival storage systems. Today she oversees work on the tri-lab system software stack (TOSS) for the Linux clusters along with work on the Lustre parallel file system software.

When not at work, Pam focuses on her other roles as wife and mother of two boys (one a senior in college and one a junior in high school). “It’s either baseball or travel in our family,” Pam said. “We’re always talking, living, scheming one or the other. In fact, my ideal family vacation would be a trip along the east coast visiting all of the major league baseball parks.” When asked about her favorite team, Pam noted that she likes the underdog. 


Kim wasn’t surprised about her rooting for the underdog. “It’s her compassion and positive outlook,” said Kim, “that makes Pam such an effective people and project lead for the ASC Program.”
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Managing the Work

-

Work 

Balance

 

 

In popular culture these days, you can't help but stumble across endless articles and op

-

ed pieces on work

-

life 

balance.  Who has it, who doesn't, how to get it, and why it

 

i

s important.  But within ASC these days, it feels 

more like the challenge

 

is a work

-

work balance.  In our case, the work is capability development for advanced 

simulation, and developing predictive power for the challenges of the future.  But our work is also stewarding 

the present stockpile, and preparing the stockpile of the 

future, including an increasing workload associated 

with stockpile modernization for the B61 and W88.

 

 

At Sandia, our challenge over the last few years has been to quickly mature capabilities across a broad spectrum 

of applications in order to be ready to 

support design and qualification activities on these new programs, and be 

in a position to integrate early and often with the system engineers leading the programs.  On the B61 LEP, we 

are broadening the scope of our assessment of accident and safety scena

rios, and applying new capabilities to 

mitigate risk by predicting vibration on new platforms during flight before we have opportunities to do flight 

tests.  We're also working towards the first application of new radiation effects capabilities for qualifi

cation on 

the W88 ALT 370 program.  Its an exciting, and sometimes frustrating, time for our ASC program, as we 

experience new successes and opportunities for further impact, but see people stretched thinner across the 

spectrum of research, development and

 

application. Not to mention the occasional budget hiccups.

 

 

All across the program, we see these continuing challenges to balance our efforts.  For example, will it be 

implementing a constitutive model with failure for rigid foams to 

simulate a handling 

a

ccident for the B61, or 

refactoring the in

-

core data models of the code to enable a mixture of MPI and Threads communications for 

many

-

core architectures?  The answer is just "yes", because if we don't continually work this balance now, the 

future will be 

even more difficult.  Everyone knows this, of course, because we face this challenge in practically 

every facet of the program.  But without a crystal ball (or a magic iPhone app), we'll always be uncertain that 

we're getting that balance right.

 

 

The 

situation is not likely to get easier any time soon, so it

 

i

s important to try and appreciate the positive aspects 

of the current environment.  Applying capabilities to enable new design and qualification activities is a 

necessary loop to close for a progr

am like ASC.  This is really the "Admiral's test" for simulation capabilities, 

and the lessons learned from battle

-

testing the capabilities feeds new ideas for the next cycle of development.  

As the pendulum swings slowly back from a program focused strong

ly on long

-

term capability and the science 

Bob Meisner

 

