Sandia Labs Support OperationBurnt Frost

‘\ - - 7 Used Red Storm’s HPC capability to:
\ ' 4 ',"" Quantify the Lethality of the SM3 Kill Vehicle
\ » : / ‘ against the Satellite
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Provide estimates of Satellite debris from

& the intercept

Assist in Kill Assessment based on the
physics-based modeling of the post-intercept
debris (as seen by radars)
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Modeling Solid Propellant Fires \With Fuego

' % .P‘su.‘ti;clé Temperature (K) Each particle:
T 56006403 «is entrained by the high velocity gas flow
2.400e+03 « heats up via radiation and convection
©.2.200e+03 « evaporates (diameter decreases)

+¥- 2.000¢+03 and combusts or deposits
~.", 1.800e+03

Lagrangian burning aluminum particles
added to SIERRA/Fuego turbulent
reacting flow code
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Failure Modeling: CTH-Sierra[Couphing

Time = 0.0200 Time = 0.1400

CTH is coupled to Sierra Mechanics to
provide Blast Loading and Structural
L Damage Response as illustrated in
b i this blast on a building example
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Failure Modeling: Nodal Based
with Automatic Remeshing
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Zone Insertion




Time = 0.000000

Failure Modeling: Element to Particle
Conversion upon Failtire

Time = 0.000300

Element to Particle Conversion upon
material failure allows the kinetic energy
of failure material to remain in the
simulation and to induce subsequent
continuing structural damage as shown
in this blast on box structure simulation
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Simulating the Pervasive Failure of Structures

+ Develop a computational method
for modeling pervasive fracture
and fragmentation.

« Method should be convergent
with discretization refinement.

Concrete column striking a rigid wall

Dynamic pervasive fracture @ ﬁgﬂgﬁm /‘
Laboratories ASsC




Simulating the Pervasive Failure of Structures

Note the extreme
sensitivity to initial
conditions in fracture
patterns.

increasing precision
in striking velocity

/J/{‘

20.0 m/s

~20.0001

~20.00001

~20.000001

Sensitivity to Initial Conditions and
Limits to Predictability

Rigid sphere striking a concrete column
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The Terascale Simulation Facility is a world-class supercomputing center
housing some of the fastest computers in the world

—

TSF is designed to be home for
multiple generations of supercomputers




BlueGene/L—recaptured American predominance

“Green” supercomputer
reduces energy footprint by 75%




ASC Purple—dedicated to capability computing

Purple is operated as a national user facility and
realizes the goal of the first 10 years of the
ASCI Program




TLCC—three labs leveraging common high-performance computing
cluster hardware and software

« Tri-Lab Linux Capacity Cluster
— Single purchase contract
— Common software environment

— Appro to deliver at least eight
scalable Linux capacity clusters to
tri-lab community

— Aggregate peak of at least 438

teraFLOPS
_ _ — Reduced costs to program,
JUNO is the TLCC system for LLNL with a peak simplified integration, accelerated
of 166 teraFLOPS deployment

Lawrence Livermore National Laboratory UL-



Sequoia is an uncertainty quantification engine and will enable tens
of simultaneous Purple-class simulations

Sequoia supports quantified 3D
predictive capability required for our
national security missions




The science in our state-of-the-art simulations is recognized in

scientific Eublications around the world

nature

PHYSICAL
REVIEW
Shocked metals LLETTERS
make waves Articies o uiitg

Melting hydrogen

A new superfluid awaits
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Fluids and flames
Simulations probe the extreme in supernovae
New materials form under pressure
Diamond cells feel the heat

Lawrence Livermore National Laboratory




America’s dominance in simulation today is the result of NNSA’s
investments and its astute technical choices

’ BN Purple Power (IBM) sites
T TOP12 P
Oday s TO BN Blue Gene (IBM) sites

Sup ercomp UterS BN Red Storm (Cray) sites
d epen ded on NNSA Other ASC technology

. investments
investments

37% of the TOP500
systems today
depended on ASC
technology
investments




The Advanced Simulation and Computing (ASC) Program delivers high
confidence prediction of weapons’ behavior without nuclear tests

Integrated Codes

Physics and Verification and
Engineering Models Multi-package, validated, codes to predict Validation
3 weapons’ safety and reliability
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Codes to unravel and ] ; Experimental data
understand weapons i validates, numerical
science issues studies verify

NNSA Science Campaigns
Experiments
Legacy UGTs

ASC integrates all of the science and engineering that makes stewardship successful




The ASC Program focuses primarily on software and its validation

Computing platforms and their support represent only about 1/3 of our investment




